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Abstract
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1. Introduction

For a periodic functionLp(T) Ul’yanov [Ul] proved the now classical inequalities

�(f, t)q�C
{∫ t

0

(
u−��(f, u)p

)q du
u

}1/q

(1.1)
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and

‖f ‖q�C
{[∫ 1

0

(
u−��(f, u)p

)q du
u

]1/q
+ ‖f ‖p

}
, (1.2)

where� = 1
p

− 1
q

and 1�p < q < ∞. (For q= ∞ a variation of the above was shown.)
Extensive use was made of the Nikol’skii inequality for trigonometric polynomials of
degreen, tn

‖tn‖q�Cn
1
p

− 1
q ‖tn‖p where 0< p�q�∞. (1.3)

In [De-Lo, p. 181,Theorem 3.4](1.1) is proved in a different way with�r (f, t)p replacing
�(f, t)p (which is an improvement) and with 1 replacingq on the right-hand side of (1.1)
(which is weaker), and the result is attributed to[De-Ri-Sh]who authored it.

Ul’yanov’s result was also extended to the torusTd . There was some effort to extend the
result to��(f, t)p (see[Ky]), but it involved rearrangements, and while this does work
for the extension of (1.2), the modulus of smoothness of a rearrangement may be much
smaller than that of the function, and hence leads to a weaker result. To our knowledge,
the result for 0< p < 1 was not proved in any of the cases. In Section2, we present the
Ul’yanov-type result forLp(Td), 0< p�q�∞ and in Section3 forLp[−1,1] in relation
to �r�(f, t)p, 0 < p < q�∞. We remark on different aspects of the theorems and give
some examples of their use. This should be the incentive for the investigation of general
results given in Section4. In Section5 those general results will be applied to prove the
theorems of Sections2 and3. In Section6 we will make some comments on the Nikol’skii-
type inequality. In Section7 the analogous results onLp(R) will be described and proved.
In Section8 the results for best polynomial approximation on simple polytopes are given for
Lp(S). The Ul’yanov-type inequality related to approximation with Freud weights will be
given in Section9. Results onK-functionals that measure smoothness on the sphere will be
given in Section10. Results on weighted approximation with Jacobi weights will be given
in Section11. Finally, we mention the paper of Timan[Ti,M], whose nice proof influenced
the proof of the crucial Lemma4.2 in this paper.

2. Ul’yanov-type inequality for Lp(Td), 0< p < q�∞

The result of this section is summarized in the following two theorems and will be the
model for other results in the paper.

Theorem 2.1. For f ∈ Lp(Td), 0< p < q�∞ we have for any integerr�1

�r (f, t)q�C
{∫ t

0

(
u−��r (f, u)p

)q1 du

u

}1/q1

(2.1)

and

‖f ‖Lq(T d )�C
[{∫ 1

0

(
u−��r (f, u)p

)q1 du

u

}1/q1

+ ‖f ‖Lp(Td )
]
, (2.2)
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whereq1 =
{
q, q < ∞
1, q = ∞ , � = d

(
1
p

− 1
q

)
and

�r (f, u)p = sup

{
‖�rhf ‖Lp(Td ); |h| =

(
h2

1 + · · · + h2
d

)1/2
�u
}
,

�rhf (x) = �h
(
�r−1
h f (x)

)
and �hf (x) = f (x + h)− f (x). (2.3)

The meaning of (2.1) and (2.2) is that when either of the integrals on the right of (2.1)
and of (2.2) (which are well-defined asf ∈ Lp(Td)) converges, our theorem implies that
f ∈ Lq(Td), and the inequality in question ((2.1) or (2.2)) is valid. This will be a theme
throughout the paper (and will not be commented on again).

In case the reader is puzzled by the jump fromq < ∞ to q = ∞, we observe that this
is a common occurrence except when only the weaker result usingq1 = 1 wheneverq�1
is proved.

Remark 2.2. The benefit of considering�r (f, t)p rather than only�(f, t)p (that is, with
r = 1) becomes evident as

�r (f, u)p = o(u�), u → 0 + (2.4)

is a necessary condition for the integrals on the right of (2.1) and (2.2) to converge, and
for r + max( 1

p
− 1,0)�d( 1

p
− 1

q
) = � (2.4) will imply �r (f, u)p = 0 (in other words

f = constant). Summarizing the above, ifr + max( 1
p

− 1,0)�d( 1
p

− 1
q
), the inequalities

(2.1) and (2.2) are trivial, as either the right-hand side diverges(= ∞), and is therefore
bigger than the left-hand side, or both sides equal zero.

We also prove the following result.

Theorem 2.3. For f ∈ Lp(Td), 0< p < q�∞ we have

En(f )q�C
{ ∞∑
k=n

kq1�−1Ek (f )
q1
p

}1/q1

(2.5)

and

‖f ‖q�C

{ ∞∑
k=1

kq1�−1Ek (f )
q1
p

}1/q1

+ ‖f ‖p
 , (2.6)

whereq1 =
{
q, q < ∞
1, q = ∞ , � = d

(
1
p

− 1
q

)
,

Ek (f )p = min
(‖f − Tk‖p; Tk ∈ Tk

)
, (2.7)

and

Tk = span
{
eik·x; |ki |�k, ‖k‖�∞ �k

}
. (2.8)
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We note thatTk can be replaced by

T (�)
k = span

{
eik·x; ‖k‖�� �k, ��1

}
and the difference will be only in the constantC in (2.5) and (2.6).

As in Theorem2.1, the meaning of (2.5) and (2.6) is that if the sum on the right of either
will converge, thenf ∈ Lq(Td), and the inequality in question is valid. This understanding
will apply to sums in subsequent sections as well.

We further note that as Theorems2.1 and2.3 serve as a model for our further inves-
tigations, it is important that we emphasize Theorem2.3, as in several cases, analogues
of Theorem2.1 are not available but analogues of Theorem2.3 are. This happens when
a proper alternative for�r (f, t)p eludes us, or when the Jackson-type inequality and the
realization result are not known for somep.

3. Ul’yanov-type result using�r
�( f, t)p and Lp[−1,1]

Forf ∈ Lp[−1,1] best polynomial approximation inLp and�r�(f, t)p, the Ul’yanov-
type inequality is given in the following theorem.

Theorem 3.1. For f ∈ Lp[−1,1], 0< p < q�∞ we have for any integerr�1

�r�(f, t)q�C
(∫ t

0

(
u−��r�(f, u)p

)q1 du

u

)1/q1

, (3.1)

‖f ‖Lq [−1,1]�C
[{∫ 1

0

(
u−��r�(f, u)p

)q1 du

u

}1/q1

+ ‖f ‖Lp[−1,1]

]
, (3.2)

En(f )q�C
{ ∞∑
k=n

kq1�−1Ek (f )
q1
p

}1/q1

, (3.3)

and

‖f ‖Lq [−1,1]�C

{ ∞∑
k=1

kq1�−1Ek (f )
q1
p

}1/q1

+ ‖f ‖Lp[−1,1]

 , (3.4)

whereq1 =
{
q, q < ∞
1, q = ∞ , � = 2

(
1
p

− 1
q

)
,

�r�(f, t)p = sup
|h|� t

‖�rh�f ‖Lp[−1,1] (3.5)

with

�rh�f (x) =


r∑
k=0

(−1)k
(
r

k

)
f
(
x +
( r

2
− k
)
h�
)
, x ± r

2
h� ∈ [−1,1]

0 otherwise
,
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� = �(x) =
√

1 − x2

and

En(f )p = inf
(‖f − P ‖Lp[−1,1]; P is a polynomial of degree n

)
. (3.6)

Remark 3.2. To give examples, we note that iff (x) = (1 − x2)−1/2, simple calculations
(see also[Di-To, pp. 34–35]) show that��(f, t)1 = O(t | log t |) and�2

�(f, t)1 = O(t),

and either estimate implies via (3.2) thatf ∈ Lq for q < 2 but does not imply that

f ∈ L2. In fact,f /∈ L2 and this shows that� = 2
(

1
p

− 1
q

)
cannot be improved. Further, if

f (x) = (1−x2)−1/3,��(f, t)1 = O(t) and�2
�(f, t)1 = O(t4/3).Using (3.2) withr = 1,

we getf ∈ Lq only for q < 2, but using (3.2) withr = 2, we havef ∈ Lq for q < 3,
which shows the advantage of usingr > 1 in our theorem. It is clear thatf /∈ L3[−1,1].
Finally, for f (x) = (1 − x2)−1/2| log(1− x2)|�, we have�2

�(f, t)1 = O(t | log t |�). We
set� = −1 and (3.2) withq1 = 2 impliesf ∈ L2[−1,1],as is in fact the case. However, if
we used (3.2) withq1 = 1 (instead ofq1 = 2), we could not have deducedf ∈ L2[−1,1],
which shows the benefit of using the powerq1 = q (and not 1),in estimates (3.1)–(3.4).

We note here that in the above examples we could have used (3.1), (3.3) or (3.4) to show
the benefits of the different parameters, but we chose (3.2) for simplicity.

4. Ul’yanov-type result, general framework

LetLp,w(D) be the collection of functions onD satisfying

‖f ‖p = ‖f ‖Lp,w(D) ≡
{∫

D
|f |pw dx

}1/p

< ∞ (4.1)

for the givenp, 0< p < ∞ whereD is a measurable set andw(x) > 0 except perhaps on
the boundary ofD which is of measure 0.We also set as usualf ∈ L∞,w(D) = L∞(D).

We note that in the applications of the above given in this paperD will be T,Td ,R,
[−1,1], a simple polytope or the sphere; and the weightw will most times bew(x) = 1,
but we will also use Freud’s weight onR, the Jacobi weight on[−1,1] or on the simplex.

In the following{A�}�∈O is a collection of linear subspaces ofLp,w(D) with O ⊂ R+
satisfying

A� ⊂ Lp,w(D) for all � ∈ O, A� ⊂ A�1 for � < �1 (4.2)

and
⋃

�∈O
A� is dense inLp,w(D), 0< p < ∞.

In applications we will writeAn whenO is the set of positive integers, for example
when discussing trigonometric polynomials onT or Td , algebraic polynomials of total de-
green and spherical polynomials of degreen. We can also haveA� with � ∈ O, which
has a continuous parameter� like exponential functions of type� on R. It can be noted
that in the applications below when we specify thatO ⊂ N and, we writeAn, An will be
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a finite-dimensional space (not necessarilyn-dimensional), butA� whenO = [a,∞) will
not necessarily be finite-dimensional.

Definition 4.1. The collection{A�}�∈O belongs to the Nikol’skii classN (�) if

‖�‖Lq,w(D)�C�
�
p

− �
q ‖�‖Lp,w(D) for � ∈ A�,

0< p�q�∞ and all � ∈ O. (4.3)

It is understood that for{A�} to belong toN (�) C in (4.3) is independent of� ∈ O but
may depend onp andq.

Definition 4.2. The rate of best approximation is

E�(f )p = inf
�∈A�

‖f − �‖Lp,w(D), (4.4)

and the best approximant�� from A� to f in Lp,w(D) is given by

‖�� − f ‖Lp,w(D) = E�(f )p. (4.5)

In the following we will assume that the best approximant exists for 0< p < ∞. In all
applications below the existence and uniqueness of�� are achieved for 0< p < ∞. We
note that for the purpose of the proof, however, the existence of a near best approximant

‖�� − f ‖Lp,w(D)�AE�(f )p, (4.5)′

whereA does not depend on�, is sufficient.
We are now able to state and prove the general analogue of Theorem2.3and inequalities

(3.3) and (3.4).

Theorem 4.1. For f ∈ Lp,w(D), 0 < p < q�∞, a collection of linear spacesA� that
belong toN (�) (that is,satisfying(4.3)),we have in caseA� is given for all� ∈ [1,∞)

(O = [1,∞))

E�(f )q�C
{∫ ∞

�
vq1�−1Ev (f )

q1
p dv

}1/q1
(4.6)

and

‖f ‖q�C
[{∫ ∞

1
vq1�−1Ev (f )

q1
p dv

}1/q1
+ ‖f ‖p

]
, (4.7)

whereq1 =
{
q, 0< q < ∞
1, q = ∞ and � = �

(
1
p

− 1
q

)
. Similarly, if O = N andAn

belongs toN (�), we have

En(f )q�C
{ ∞∑
k=n

kq1�−1Ek (f )
q1
p

}1/q1

(4.6)′
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and

‖f ‖q�C

{ ∞∑
k=1

kq1�−1Ek (f )
q1
p

}1/q1

+ ‖f ‖p
 . (4.7)′

We need the following crucial lemma:

Lemma 4.2. Under the conditions of Theorem4.1and with�� of (4.5)or (4.5)′∥∥∥∥∥
m∑
�=1

(��2� − ��2�−1)

∥∥∥∥∥
q

�C
(
m∑
�=1

(
(�2�)�(

1
p

− 1
q
)
E�2�−1(f )p

)q1

)1/q1

(4.8)

withC ≡ C(p, q,�) independent of m.

We will use (4.8) with a general� ∈ [1,∞) or with � = n or � = 1 on different
occasions.

Proof. Forq�1 (q1 = q) we write∥∥∥∥∥
m∑
�=1

(
��2� − ��2�−1

)∥∥∥∥∥
q

q

�
m∑
�=1

∥∥��2� − ��2�−1

∥∥q
q

� C

m∑
�=1

(
�2�
)�( 1

p
− 1
q
)q ∥∥��2� − ��2�−1

∥∥q
p

� C

m∑
�=1

(
�2�
)�( 1

p
− 1
q
)q

E�2�−1 (f )
q
p .

Forq�1 andq1 = 1, we write∥∥∥∥∥
m∑
�=1

(
��2� − ��2�−1

)∥∥∥∥∥
q

�
m∑
�=1

∥∥��2� − ��2�−1

∥∥
q

� C

m∑
�=1

(
�2�
)�( 1

p
− 1
q
) ∥∥��2� − ��2�−1

∥∥
p

� 2C
m∑
�=1

(
�2�
)�( 1

p
− 1
q
)

E�2�−1 (f )p .

In fact, we needq1 = 1 only for q = ∞ but the above can provide an easier proof of
Theorem4.1 if q1 = 1 is assumed forq�1. To complete the proof we need to settle the
case 1< q < ∞ andq1 = q, which is the hard part. We follow the idea of the proof in
[Ti,M]. We set �� = ��(x) ≡ |��2� (x) − ��2�−1(x)|, and choosingr = [q] + 1 (recall
1< q < ∞), we have

I (m) ≡
∥∥∥∥∥
m∑
�=1

(
��2� − ��2�−1

)∥∥∥∥∥
q
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�
[∫ ( m∑

�=1

��

)q
w

]1/q

�
[∫ ( m∑

�=1

�q/r�

)r
w

]1/q

=
 m∑
�1=1

· · ·
m∑
�r=1

∫
�q/r�1

· · · �q/r�r
w

1/q

.

We note that(
r∏
n=1

an

)r−1

=
∏

1� i<j� r
aiaj for r > 1

which follows from the observation that on the right-hand side everyan appears exactly
r − 1 times. Hence we obtain

I (m)�

 m∑
�1=1

· · ·
m∑
�r=1

∫  ∏
1� i<j� r

�q/r�i
�q/r�j

1/(r−1)

w


1/q

.

We now use the extended (or generalized) Hölder inequality (see[Zy, (9.8), p. 18]or [He-St,
13.26, p. 200]) given by∫

g1 · · · gn�‖g1‖1/	1 · · · ‖gn‖1/	n , 	k > 0,
n∑
i=1

	k = 1.

This implies with	k = 2
r(r−1) wherek = 1, . . . , n, n = r(r−1)

2 , k corresponds to the pair

(i, j) i < j ordered lexicographically andgk = �
q

r(r−1)
�i

�
q

r(r−1)
�j

I (m)�

 m∑
�1=1

· · ·
m∑
�r=1

∏
1� i<j� r

(∫
�q/2�i

�q/2�j
w

) 2
r(r−1)

1/q

.

We defineJ (�i, �j ) by

J (�i, �j ) ≡
∫

�q/2�i
�q/2�j

w.

To estimateJ (�i, �j ) we use the Hölder inequality with powers	 = p+q
p

and	′ = p+q
q(

	−1 + (	′)−1 = 1
)

and write

J (�i, �j )�
(∫

�
(p+q)q

2p
�i

w

)p/(p+q) (∫
�
p+q

2
�j

w

)q/(p+q)
.
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Observing thatq2 = (p+q)q
2p > p and q3 = p+q

2 > p, we recall that��i ∈ A�2�i ,
��j ∈ A�2�j

, and using Nikol’skii’s inequality, we obtain

J (�i, �j ) �
∥∥��i∥∥q/2q2

·
∥∥∥��j ∥∥∥q/2q3

� C

[(
�2�i
)�( 1

p
− 1
q2
) ‖��i‖p(�2�j )

�( 1
p

− 1
q3
)‖��j ‖p

]q/2
= C

[(
�2�i
)�( 1

p
− 1
q
) ‖��i‖p

(
�2�j
)�( 1

p
− 1
q
) ‖��j ‖p

]q/2
·
(
2(�i−�j )

) (q−p)�
2(p+q)

.

Symmetry betweeni andj in J (�i, �j ) allows us to exchangei andj if �i > �j and replace
(2(�i−�j ))(q−p)�/2(p+q) by (2−|�j−�i |)(q−p)�/2(p+q). Hence we have

I (m) � C1

 m∑
�1=1

· · ·
m∑
�r=1

 ∏
1� i<j� r

((
�2�i
)�( 1

p
− 1
q
) ‖��i‖p

×(�2�j )�(
1
p

− 1
q
)‖��j ‖p

)q
2−|�i−�j | (q−p)�p+q


1

r(r−1)


1/q

.

We use the identity∏
1� i<j� r

a�i a�j2
−|�i−�j |� =

r∏
s=1

ar−1
�s

r∏
k=1

2−|�s−�k |�/2

for a�s �0, 1�s�r and� > 0.
Setting

a�s =
(
(�2�s )�(

1
p

− 1
q
)‖��s‖p

) q
r(r−1)

and� = (q−p)�
(p+q)r(r−1), we obtain

I (m) � C1

 m∑
�1=1

· · ·
m∑
�r=1

r∏
s=1

(
(�2�s )�(

1
p

− 1
q
)‖��s‖p

)q/r

×
r∏
k=1

2−|�s−�k |(q−p)�/(2(p+q)r(r−1))

]1/q

.

We recall the extended (or generalized) Hölder inequality for sums (see[Zy, (9.8), p. 18]
or [He-St, 13.26, p. 200]) given by

∑



a
(1) · · · a
(r)�
(∑




|a
(1)|
1
	1

)	1

· · ·
(∑




|a
(r)|
1
	r

)	r

,

where	k > 0 and
r∑
k=1

	k = 1.
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We now use this with the sum
m∑
�1=1

· · ·
m∑
�1=1

(with 
 is (�1, . . . , �r ) ordered lexicographi-

cally) and with	k = 1
r

to obtain

I (m) � C1

 r∏
s=1

 m∑
�1=1

· · ·
m∑
�r=1

(
‖��s‖p(�2�s )�(

1
p

− 1
q
)
)q

×
r∏
k=1

2−|�s−�k |�(q−p)/(2(p+q)(r−1))

1/r


1/q

.

We now observe that allr factors of the product of the last expression are equal and the
common value is

A(m)≡
 m∑
�1=1

(
(�2�1)

�( 1
p

− 1
q
)‖��1

‖p
)q

×
m∑
�2=1

· · ·
m∑
�r=1

r∏
k=1

2−|�1−�k |�(q−p)/(2(p+q)(r−1))

1/r

.

By the inequality

m∑
�=1

2−|�−�1|��2
∞∑
�=0

2−�� ≡ C(�) ∀�1 ∈ N, � > 0

we have
m∑
�2=1

· · ·
m∑
�r=1

r∏
k=1

2−|�k−�1|� =
m∑
�2=1

· · ·
m∑
�r=1

r∏
k=2

2−|�k−�1|�

�
r∏
k=2

 m∑
�k=1

2−|�k−�1|�
 � (C(�))r−1 .

Therefore, we have

I (m) � C1 (A(m))
r/q

� C2

(
m∑
�=1

(�2�)�(
1
p

− 1
q
)q‖��‖qp

)1/q

,

whereC2 = C1

{
C
(

�(q−p)
2(p+q)(r−1)

)} r−1
q

which does not depend onm.

Recalling‖��‖p�2E�2�−1(f )p, we complete the proof. �

Proof of Theorem 4.1.As
⋃A� (or

⋃An) is dense inLp,w(D), we choose�� or �n
by (4.5) and��2m − �� or �n2m − �n tends inLp, and therefore in measure locally, to
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f − �� of f − �n respectively. If the best approximant does not exist, we choose a near
best approximant as described in(4.5)′ before the statement of Theorem4.1 with a fixed
constantA (A = 2 for example). While such a situation does not occur in the applications
given in this paper, we did not want to burden any theorem with an extra condition. Hence,
if convergence can be shown inLq , ��2m − �� or �n2m − �n tends inLq,w(D) to f − ��
or f − �n respectively forf ∈ Lq,w(D). Using Lemma4.2, we have

‖f − ��‖q � lim
m→∞ ‖��2m − ��‖q

= lim
m→∞

∥∥∥∥∥
m∑
�=1

(
�2�� − �2�−1�

)∥∥∥∥∥
q

� C lim
m→∞

(
m∑
�=1

((
�2�
)�( 1

p
− 1
q
)

E�2�−1(f )p

)q1
)1/q1

� C

( ∞∑
�=1

((
�2�
)�( 1

p
− 1
q
)

E�2�−1(f )p

)q1
)1/q1

.

Monotonicity ofE�(f )p orEn(f )p implies that the last sum is bounded by the right-hand
side of (4.6) or (4.6)′ for any� orn. We note that when proving (4.7) or (4.7)′, we use� = 1
or n = 1.

To prove (4.7) we write‖f ‖q�‖f −�1‖q +‖�1‖q for q�1 and‖f ‖qq �
(∥∥f − �1

∥∥q
q

+ ∥∥�1

∥∥q
q

)
for 0< q < 1, and complete the proof observing that‖�1‖q�C‖�1‖p with C

of the Nikol’skii inequality and‖�1‖p�‖f − �1‖p + ‖f ‖p�E1(f )p + ‖f ‖p for p�1
while
∥∥�1

∥∥p
p

�
∥∥f − �1

∥∥p
p

+ ‖f ‖pp �E1 (f )
p
p + ‖f ‖pp for 0< p < 1.

Finally, (4.6) or (4.6)′ follows from the above estimates andE�(f )q�A‖f − ��‖q or
En(f )q�A‖f − �n‖q . �

For the general form of the Ul’yanov-type result one needs also the following two theo-
rems. We will use these theorems in the proof of Theorems2.1and3.1as well as for many
results in subsequent sections.

In the following two theorems various Jackson and Bernstein-type inequalities as well as
realization results will be used. These, together with the Nikolskii-type inequality used in
Theorem4.1, are crucial for the setup needed for proving the full analogue of the Ul’yanov
type inequality.

Theorem 4.3. Suppose in addition to the assumptions in Theorem4.1 there exists an in-
creasing function on[0, 1] �(f, t) satisfying

E�(f )p�C�
(
f,

1

�

)
p

for all � ∈ [1,∞) or all � ∈ N. (4.9)
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Then for0< p < q�∞

‖f ‖q�C1

[{∫ 1

0

(
u−��(f, t)p

)q1 du

u

}1/q1

+ ‖f ‖p
]

(4.10)

or

‖f ‖q�C1

{ ∞∑
k=1

kq1�−1�
(
f,

1

k

)q1
}1/q1

+ ‖f ‖p
 (4.10)′

with q1 =
{
q for q < ∞
1 for q = ∞ and � = �

(
1
p

− 1
q

)
.

Proof. We substitute (4.9) in (4.7) and change variableu = 1
v
. Or just substitute (4.9) with

� = k in (4.7)′ to obtain (4.10)′. �

We observe that the Jackson-type inequality (4.9) is assumed only for onep in this theorem
and relates only to thatp. In applications usually if a Jackson-type inequality is proved for
p, similar results follow forp1 satisfyp�p1�∞.

Minor modifications to (4.10) and (4.10)′ will be necessary if in (4.9)� ∈ [a,∞) or
� ∈ N with ��r is assumed respectively.

The final part of the Ul’yanov-type result was separated because some additional condi-
tions were still needed, and we attempted to separate the conditions so that it is clear which
conditions are needed for which part of the result. In many applications all these conditions
are satisfied.

Theorem 4.4. Suppose in addition to the assumptions of Theorems4.1and4.3we have an
increasing function�(f, t)q ≡ ��(f, t)q , t ∈ (0,∞) satisfying

��
(
f,

1

�

)
q

�C
(‖f − ��‖q + �−��(��)q

)
(4.11)

for � ∈ O, �� ∈ A� and a seminorm(for q�1) or quasi seminorm(for 0 < q < 1)
�(��)q .We suppose further that

�(��)q�C��( 1
p

− 1
q
)�(��)p for � ∈ O, �� ∈ A� (4.12)

and that for�� satisfying(4.5)

�−��(��)p�C��
(
f,

1

�

)
p

≡ C�
(
f,

1

�

)
p

, (4.13)

whereC in both(4.12)and(4.13)is independent of�.Then fort�1 (or t = 1
n
whenO ≡ N)

��(f, t)q�C
{∫ 2t

0

(
u−���(f, u)p

)q1 du

u

}1/q1

(4.14)
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where

q1 =
{
q for 0< q < ∞
1 for q = ∞ and � = �

(
1

p
− 1

q

)
.

In applications we will have

sup
�∈�

‖P�(D)��‖p ≡ �(��)p, (4.15)

where� is a set which most times will be a singleton (see Sections5,7,9–11), sometimes a
finite set (see Section8) and sometimes even an uncountable set (like� ∈ {� ∈ Rd : |�| = 1}
andP�(D) = ( �

��
)r in Section5). The linear operatorP�(D) will represent in most cases

a differential operator. It may represent an operator related to a differential operator likef̃ ′
or a fractional power of a differential operator for example.

We observe that the Jackson-type result is still assumed only forp (see (4.9)) and that
the same is true for the more difficult part of the realization result, that is, (4.13). What
is usually the easy direction of a realization result, that is (4.11), is assumed only forq.
However, in the applications given in this paper results like (4.9), (4.11)–(4.13) and others
are valid for a wide range ofp andq with more properties than required. We could have
replaced the range of the integration in (4.14) by [0, t] if we made further easy assumptions
on��(f, t)p.

Proof. To estimate��(f, t)q using (4.11) any�� ∈ A� will do, and we choose�� satisfying
(4.5). Following the proof of Theorem4.1with the�� that satisfies (4.5), we get

‖f − ��‖q�C
{∫ 1/�

0

(
u−���(f, u)p

)q1 du

u

}1/q1

.

To estimate the second term we combine (4.12) with (4.13) and obtain

�−��(��)q � C�−���( 1
p

− 1
q
)�(��)p

� C��( 1
p

− 1
q
)��
(
f,

1

�

)
p

� C

{∫ 2/�

1/�

(
u−���(f, u)p

)q1 du

u

}1/q1

,

which completes the proof.�

5. Trigonometric and algebraic polynomials inLp(Td) and Lp[−1,1] respectively

In this section we prove Theorems2.1,2.3and3.1, which are the model and motivation
for other results of this paper.

Proof of Theorem 2.3.We use Theorem4.1 in which we setLp,w(D) = Lp(Td), O =
N, An = Tn with Tn of (2.8) and� = d. We note that assumption (4.3) that is made in
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Theorem4.1, that isAn ∈ N (�) now takes the form

‖Tn‖Lq(Td ) �Cnd(
1
p

− 1
q
) ‖Tn‖Lp(Td ) , 0< p�q�∞, Tn ∈ Tn (5.1)

which is the classical Nikol’skii inequality (see for 1�p�∞ [Ni] and for 0< p < 1
[De-Lo, p. 102]). The density of trigonometric polynomials inLp(Td), 0< p < ∞ is also
well-established. Therefore, all the assumptions of Theorem4.1 are fulfilled in this setup
and we obtain Theorem2.3. �

Proof of Theorem 2.1.We will use Theorems4.3and4.4to prove (2.2) and (2.1) respec-
tively. We set in both theorems��(f, t)p = �r (f, t)p, (for qas well) with�r (f, t)p given
by (2.3). We recall the classical Jackson-type estimate

En(f )p�C�r
(
f,

1

n

)
p

, 0< p�∞ (5.2)

with En(f )p of (2.7). Inequality (5.2) is (4.9) of Theorem4.3 in our case. Therefore, the
conditions in Theorem4.3are satisfied and (2.2) follows from (4.10).

To prove (2.1) we note that for anyTn ∈ Tn and 0< q�∞
�r (f, t)q � �r (f − Tn, t)q + �r (Tn, t)q

� C

‖f − Tn‖q + t r sup
�

∥∥∥∥∥
(

�
��

)r
Tn

∥∥∥∥∥
q

 ,
which is (4.11) with� = r and�(Tn)q = sup

�
‖P�(D)Tn‖q = sup

�
‖
(

�
��

)r
Tn‖q (see also

(4.15)). As
(

�
��

)r
Tn ∈ Tn if Tn ∈ Tn, (4.12) is satisfied with� = n, � = r, � = d and

P�(D) =
(

�
��

)r
. Inequality (4.13) follows from the equivalence given by the realization

result

�r
(
f,

1

n

)
p

≈ ‖f − Tn‖p + n−r sup
�

∥∥∥∥∥
(

�
��

)r
Tn

∥∥∥∥∥
p

, (5.3)

which is valid for 0< p�∞ andTn satisfying‖f − Tn‖p = En(f )p. We note that
sometimes the realization result is written as (see for the one-dimensional case[Di-Hr-Iv,
Theorem 3.1])

�r
(
f,

1

n

)
p

≈ inf
Tn∈Tn

‖f − Tn‖p + n−r sup
�

∥∥∥∥∥
(

�
��

)r
Tn

∥∥∥∥∥
p

 , (5.3)′

which is equivalent to (5.3). This follows since if the infimum of (5.3)′ is approached by
T ∗
n , ‖f − T ∗

n ‖p�C�r (f, 1
n
)p, and hence with	 = min(p, 1)

‖Tn − T ∗
n ‖p�

(
‖f − Tn‖	

p + ∥∥f − T ∗
n

∥∥	
p

)1/	
�C�r

(
f,

1

n

)
p

.
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Using the above and the Bernstein inequality, we have

n−r
∥∥∥∥∥
(

�
��

)r
Tn

∥∥∥∥∥
p

� n−r
∥∥∥∥∥
(

�
��

)r
(Tn − T ∗

n )

∥∥∥∥∥
	

p

+
∥∥∥∥∥
(

�
��

)r
T ∗
n

∥∥∥∥∥
	

p

1/	

� C�r
(
f,

1

n

)
p

.

The extension of[Di-Hr-Iv, Theorem 3.1]from the one-dimensional to thed-dimensional
case is completely routine using( �

��
)rTn instead ofT (r)n there.We now have the assumptions

of Theorem4.4and hence (2.1) follows. �

Proof of Theorem 3.1.We use Theorem4.1to establish (3.3) and (3.4) and Theorems4.3
and4.4 to demonstrate (3.2) and (3.1) respectively. We set in Theorem4.1Lp,w(D) =
Lp[−1,1],An = 
n where
n is the collection of polynomials of degree�n, and� = 2.
The well-known Nikol’skii-type inequality

‖Pn‖Lq [−1,1]�Cn2( 1
p

− 1
q
)‖Pn‖Lp[−1,1], Pn ∈ 
n, 0< p�q�∞ (5.4)

is given in[De-Lo, p. 102 (2.14)]. Therefore, Theorem4.1is applicable, and we have (3.3)
and (3.4). We set, in addition to the above,��(f, t)p = �r�(f, t)p with � = r and�r�(f, t)p
of (3.5). The Jackson-type result

En(f )p�C�r�(f, t)p, 0< p�∞ (5.5)

was proved in[Di-To, p. 79, Theorem 7.2.1]for 1�p�∞ and in[De-Le-Yu] (with the
needed (5.6) of [Di-Hr-Iv]see comment there) for 0< p < 1. Therefore (4.10) implies
(3.2). To prove (3.1) we set in (4.15)P�(D) = P(D) = �r ( d

dx
)r . Clearly, for	 = min(p, 1)

�r�(f, t)q�
(
�r� (f − Pn, t)

	
q + �r� (Pn, t)

	
q

)1/	
,

and as �r�(f − Pn, t)q � C‖f − Pn‖q and �r�(Pn, t)q � Ctr‖�rP (r)n ‖q (see
[Di-To, Chapter 7]for 1�q�∞ and[Di-Hr-Iv, Section 6]for 0< q < 1), we have

�r�(f, t)q�C1

(
‖f − Pn‖q + t r‖�rP (r)n ‖q

)
, (5.6)

which is (4.11) for our setup. For evenr

‖�rP (r)n ‖Lq [−1,1]�Cn2( 1
p

− 1
q
)‖�rP (r)n ‖Lp[−1,1] (5.7)

is satisfied since (5.4) is satisfied and�rP (r)n ∈ 
n. For oddr we usep1 = p
2 , q1 = q

2 and
(5.7) follows from∥∥�rPn∥∥2q = ‖�2rP 2

n ‖q1

� C1n
2( 1
p1

− 1
q1
)‖�2rP 2

n ‖p1

� C1

(
n

4( 1
p

− 1
q
)‖�rPn‖2

p

)
.
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We would like to mention that the observation above on (5.7) for oddr is due to D. Leviatan
and is simpler than our original proof. To complete the proof we recall (see[Di-Hr-Iv,
Theorem 5.1]) that

�r�

(
f,

1

n

)
p

≈ ‖f − Pn‖Lp[−1,1] + n−r‖�rP (r)n ‖Lp[−1,1] (5.8)

with Pn satisfyingEn(f )p = ‖f − Pn‖Lp[−1,1].
While in Theorem 5.1 of[Di-Hr-Iv] an infimum on allPn ∈ 
n is written, this infimum

can be dropped in the same manner as was done in the proof of (2.1). We now have all the
ingredients of Theorem4.4and hence (3.1) is proved with 2t instead oft on the right hand
side. As

�r�(f, 2t)p�C�r�(f, t)p, (5.9)

which follows from[Di-To] for 1�p�∞ and from[Di-Hr-Iv, (5.13)] for 0 < p < 1,we
have the result (3.1) as stated.�

6. Nikol’skii-type inequalities

In earlier sections we used the Nikol’skii inequalities which were given in the literature.
In this section, we will make some observations which will help us extend the range of
some Nikol’skii-type inequalities and prove some new ones.

It can be observed, as is clear from the proof of some special cases (see[De-Lo, p. 102],
[Ne-Wi,Gr-Sa], and others), that the case 0< p�2, p < q�∞ follows essentially from
the casep = 2 andq = ∞. We formalize this point in the following theorem and proof
which we hope will be helpful as some authors are still squeamish when handlingLp,
0< p < 1, which for the Nikol’skii inequality is the easy case.

Theorem 6.1. LetA� (or An) be a class of functions on a measurable setD such that
A� ⊂ L2,w(D) andw(x) is a measurable weight function satisfyingw(x) > 0 a.e. onD.
Suppose further that

‖�‖L∞(D) ��(�)1/2‖�‖L2,w(D) for all � ∈ A�. (6.1)

Then for0< p�2 andp�q�∞ we have

‖�‖Lq,w(D) � (�(�))
1
p

− 1
q ‖�‖Lp,w(D) . (6.2)

Proof. Clearly, � ∈ A� is in L∞ by (6.1). If � ∈ Lp,w(D), then � ∈ Lq,w(D) for
0< p < q�∞, while if � /∈ Lp, (6.2) is trivial. We write

‖�‖2 =
(∫

D
|�|2w dx

)1/2

=
(∫

D

(
|�|1−p

2 |�| p2
)2
w dx

)1/2
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� ‖�‖1−p
2∞ ‖�‖

p
2
p

= ‖�‖∞‖�‖− p
2∞ ‖�‖

p
2
p

� �(�)1/2‖�‖2‖�‖− p
2∞ ‖�‖

p
2
p

or

‖�‖∞ ��(�)
1
p ‖�‖p.

We complete the proof following the Hölder-inequality forp < q < ∞ to obtain

‖�‖q � ‖�‖1−p
q∞ ‖�‖

p
q
p ��(�)

1
p

− 1
q ‖�‖p . �

In most cases�(�) = c�	 (or �(n) = cn	), but other functions occur as well. In the
above theorem and proof the assumption and the conclusion are about one single� (or n).
However, as the knowledgeable reader understands, we usually make the assumption on a
continuous collection of classesA� or a sequence of classesAn, and the conclusion is on
these classes.

For p > 2 the method traditionally used can be summarized in the following general
result.

Theorem 6.2. Suppose a collection of classesA� ⊂ L2,w(D) (or An ⊂ L2,w(D)), and
assume(6.1) is valid for those� (or n).Suppose further� ∈ A� (or � ∈ An) implies for
any integer r,�r ∈ Ar� (or �r ∈ Arn). Then for0< p�q�∞

‖�‖Lq,w(D)� (�(r�))
1
p

− 1
q ‖�‖Lp,w(D), for r� p

2
, r ∈ N. (6.3)

We note that if�(�) = (c�)� (or �(n) = (cn)�), �(r�) = (cr�)� tends to infinity when
p does. We observe that while in examples we know� ∈ A� or � ∈ An implies�r ∈ A�r
or �r ∈ Anr , an assumption like� ∈ A� implies�r ∈ Amr� for some fixedmwould yield
the similar inequality

‖�‖Lq,w(D)��(mr�)
1
p

− 1
q ‖�‖Lp,w(D) for r� p

2
, r ∈ N. (6.3)′

Proof. The casep�2 was already settled in Theorem6.1. To prove (6.3) forp > 2 we
choose an integerr� p

2 and write

‖�r‖2 =
(∫

|�|2r w dx
)1/2

=
(∫ (

|�|r− p
2 |�| p2

)2
w dx

)1/2

� ‖�‖r−
p
2∞ ‖�‖

p
2
p

= ‖�‖r∞ ‖�‖− p
2∞ ‖�‖

p
2
p .
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Using (6.1) for�r ∈ A�r , we have

‖�‖
p
2∞ � (�(�r))

1
2 ‖�‖

p
2
p ,

and hence forp�q�∞ with r� p
2 ,

‖�‖q�� (�r)
1
p

− 1
q ‖�‖p. �

As it turns out in many cases (most of those we know), the inclusion ofr in the constant
is not necessary. This happens when de la Vallée Poussin-type operators are available.

Definition 6.1. For a collection of classesA� where� ∈ N or � ∈ [a,∞) for somea > 0,
a collection of linear operatorsV� are called delayed means or de la Vallée Poussin-type
operators if the following conditions are satisfied:

I. ‖V�f ‖p�M‖f ‖p ∀ f ∈ Lp,w(D), 1�p�∞,
II. V�� = � for � ∈ A�,

III. V�f ∈ AL� for some finite integerL independent of�.

We can now state and prove a Nikol’skii-type result without resorting tor� p
2 given in

(6.3) and to the assumption on�r in Theorem6.2. We write the theorem forAn, but it is
valid for A� as well.

Theorem 6.3. LetAn,ALn ∈ Lp,w(D)and for bothAn andALn (6.1)besatisfied.Suppose
also that there existVn satisfyingI, II and III of Definition6.1with the prescribed M and
L. Then for2< p�q�∞

‖�‖Lq,w(D) �M (�(Ln))
1
p

− 1
q ‖�‖Lp,w(D) , � ∈ An (6.4)

with M and L of Definition6.1.

We remark that combining (6.2) and (6.4), we may write for 0< p�q�∞ and� ∈ An

‖�‖Lq,w(D)� max(�(n)
1
p

− 1
q , M�(Ln)

1
p

− 1
q )‖�‖Lp,w(D). (6.4)′

Proof. For 2< p < q we have

‖Vnf ‖q�M‖f ‖q, Vn = T : Lq → Lq or ‖Vn‖q,q�M,

and using (6.2) forALn, we have

‖Vnf ‖q� (�(Ln))
1
2− 1

q ‖Vnf ‖2�M (�(Ln))
1
2− 1

q ‖f ‖2,

Vn = T : L2 → Lq or ‖Vn‖2,q�M (�(Ln))
1
2− 1

q .
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We now use the Riesz–Thorin Theorem for1
p

= 	
2 + (1−	)

q
, that is, 1

p
− 1
q

= 	
(

1
2 − 1

q

)
and obtain

‖Vnf ‖q�M (�(Ln))	(
1
2− 1

q
) ‖f ‖p = M (�(Ln))

1
p

− 1
q ‖f ‖p.

For� ∈ An we haveVn� = � and hence (6.4) is satisfied.�

The last theorem (observation) is useful and can be applied in various situations. As an
example, we present the following corollary.

Corollary 6.4. For Tn, a trigonometric polynomial of degree n onT and0 < p�q�∞
we have

‖Tn‖Lq(T) �3n
1
p

− 1
q ‖Tn‖Lp(T) , n�1. (6.5)

Proof. We recall for p�2, p�q�∞ it is known [De-Lo, p. 102] that ‖Tn‖q�(2n+1
2�

) 1
p

− 1
q ‖Tn‖p.

We setVnf = 2�2nf − �nf (the classical de la Vallée Poussin operator) which satisfies
Definition 6.1 withL = 2 andM = 3. As

(2n+1
2�

)
�n and4n+1

2� �n for n�1, (6.4)′ implies
(6.5). �

We note that for largep (6.5) is superior to the traditional result[De-Lo, p. 102], that is,

‖Tn‖q�
(

2nr + 1

2�

) 1
p

− 1
q ‖Tn‖p, 0< p�q�∞, r� p

2
and r ∈ N.

While in this paper we will not need the improvement over (6.3) given in (6.4), we believe
that it is a worthwhile observation and note that it is applicable to trigonometric and algebraic
polynomials ind variables,d�1, to spherical harmonics, and to many other situations.

Perhaps the following generalizations of the[Ne-Wi] result can demonstrate the benefit
of Theorems6.1and6.3.

Theorem 6.5. For a functionGK(x), x ∈ Rd given by

GK(x) =
(

1

2�

)d/2 ∫
K

g(�)ei�x d�, (6.6)

whereg ∈ L2(K) and K is a measurable set inRd , we have

‖GK‖Lq(Rd )�
(
m(K)

(2�)d

) 1
p

− 1
q ‖GK‖Lp(Rd ), 0< p�2, p�q�∞. (6.7)

If in additionK ⊂ I� = [−�,�] × · · · × [−�,�], we have
‖GK‖Lq(Rd )�(c�d)

1
p

− 1
q ‖GK‖Lp(Rd ), 0< p�q�∞ (6.8)

with c independent of p and q.
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In an analogue of Theorem6.5given in[Ne-Wi] it is assumed thatK is compact, convex
and symmetric. We note that being compact is not needed for (6.7), and being convex and
symmetric is not needed for (6.8). Also, the constant situation in (6.8) is better than in
[Ne-Wi] as we do not resort toGK ∈ A� impliesGrK ∈ Ar� but use Theorem 6.3 instead.
However, if the constant was of no concern, we could have deduced (6.8) from[Ne-Wi].

Proof. Using the Cauchy–Schwartz inequality, we have

‖GK‖L∞(Rd )�
(
m(K)

2�

)1/2

‖g‖L2(K).

Definingg(�) = 0 for � /∈ K, we have

‖g‖L2(K) = ‖g‖L2(Rd ) = ‖GK‖L2(Rd ),

and hence we have an inequality of type (6.1) which, using Theorem6.1, implies (6.7). We
need to prove (6.8) only forp > 2 as it is weaker than (6.7) forp�2.

We setH�(xi) = 1
2��

(
sin

�xi
2

xi/2

)2

which satisfy
∫∞
−∞ H�(xi) dxi = 1, and we note that∥∥∥∥∫ ∞

−∞
H�(xi)f (y − x) dxi

∥∥∥∥
B

�‖f ‖B

(wherex, y ∈ Rd , x = (x1, . . . , xi, . . . xd) holds forB = L1(Rd) andB = L∞(Rd), and
hence it holds forB = Lp(Rd) for all 1�p�∞. Therefore,

V�f (y) =
∫ ∞

−∞
· · ·
∫ ∞

−∞

d∏
i=1

(2H2�(xi)−H�(xi)) f (y − x)dx1 . . . dxd

satisfies

‖V�f ‖Lp(Rd)�3d‖f ‖Lp(Rd) for 1�p�∞.

ForGK given by (6.6) whereK ⊂ I� we haveV�GK = GK. For f ∈ L2(Rd), V�f is a
Fourier transform of a function inL2 supported byI2�. AsV�f ∈ L2(Rd), and using (6.7)
with p = 2, q > 2 andK = I2�, we have

‖V�f ‖Lq(Rd)�
(
(2�)d

(2�)d

) 1
2− 1

q

‖V�f ‖L2(Rd)
.

From the above consideration and Theorem6.3, we have (6.8). �

For polynomials with Jacobi weights on the cube we have the following result.

Theorem 6.6. Supposew = w	,�(x) =
d∏
i=1

w	i�i (xi) for x ∈ Id = [−1,1]×· · ·×[−1,1]
wherew	i ,�i (xi) = (1−xi)	i (1+xi)�i ,	i > −1,�i > −1,	i+�i > −1,	 = (	1, . . . , 	d),
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� = (�1, . . . ,�d) andx = (x1, . . . , xd). Then for0< p�q�∞ we have

‖Pn‖Lq,w(Id )�Cn�( 1
p

− 1
q
)‖Pn‖Lp,w(Id ), (6.9)

where� =
d∑
i=1

max
(
2 + 2 max(	i ,�i ), 1

)
andPn a polynomial of total degree n.

In particular, if w(x) = 1,we have for0< p�q�∞
‖Pn‖Lq(Id )�Cn2d( 1

p
− 1
q
)‖Pn‖Lp(Id ). (6.9)′

Proof. Using Theorems6.1and6.2, it is sufficient to prove (6.9) withq = ∞ andp = 2.
(We could have used Theorem6.3to improve the constant, but the construction ofVn would
lead us too far from the topic.) A polynomial of total degree�n is of degree�n in each
variable, and hence

Pn(y)

=
∫ 1

−1
· · ·
∫ 1

−1
Pn(x)w	,�(x)

[
d∏
i=1

n∑
k=0

Q
(	i ,�i )
k (xi)Q

(	i ,�i )
k (yi)

]
dx1 . . . dxd,

whereQ(	i ,�i )(xi) is the orthonormal system of polynomials on[−1,1] with weight
w	i ,�i (xi). Therefore, using the Cauchy–Schwartz inequality, we have

‖Pn‖L∞,w	,� [Id ] = ‖Pn‖L∞[Id ]

� ‖Pn‖L2,w	,� [Id ] sup
−1� yi � 1

1� i� d

[
d∏
i=1

(
n∑
k=0

(
Q
(	i ,�i )
k (yi)

)2)]1/2

� ‖Pn‖L2,w	,� [Id ]

(
d∏
i=1

n∑
k=0

sup
−1�yi �1

(
Q
(	i ,�i )
k (yi)

)2)1/2

.

We use Szëgo estimates ofP (	,�)k (�), � ∈ [−1,1], [Sz, (7.32.2), p. 166]

max |P (	,�)k (�)|�
{
C1k

� � = max(	,�)� − 1
2

C1k
−1/2 � = max(	,�) < −1

2
; k�1

and recall the relation betweenP (	,�)k (�) andQ(	,�)k (�) which follows from[Sz, (4.3.3),
p. 68],

|Q(	,�)k (�)|�C2k
1/2|P (	,�)k (�)|, k�1,

where bothC1 andC2 are independent ofk. Therefore, setting� = yi ,

n∑
k=0

sup
−1�y1 �1

(
Q
(	,�)
k (yi)

)2
�


C3

(
1 +

n∑
k=1

k2�+1
)

�C4n
2�+2, �� − 1

2

C3

(
1 +

n∑
k=1

1

)
�C4n, � < −1

2

,

which implies (6.9). �
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Partial results of the above theorem were known (see[Da-Ra]). We will use parts of
Theorem6.6 in some of the following sections.

Remark 6.7. The power� in (6.9) is sharp at least when max(	i ,�i )� − 1
2, as can be seen

whenq = ∞, p = 2 andPn(x) =
d∏
i=1

n∑
k=0

ε(k, i)Q
(	i ,�i )
k (x) with ε(k, i) = 1 if 	i��i

andε(k, i) = (−1)k if �i > 	i . (The fact thatPn(x) is of total degreenddoes not make a
difference.)

7. Ul’yanov-type inequality onR

For the Ul’yanov result onR (without weight) we use the collection of linear spacesA�
defined byG� ∈ A� if

G�(x) = 1√
2�

∫ �

−�
g(�)ei�x d�, g ∈ L2, (7.1)

that is, the collection of exponential functions of type�. The rate of best approximation in
Lp(R) is given by

E�(f )p = inf {‖f −G�‖Lp(R);G� ∈ A�}. (7.2)

The moduli of smoothness are defined as usual by

�r (f, t)p = sup
|h|<t

‖�rhf ‖Lp(R), �hf (x) = f (x + h)− f (x),

�rh = �h(�
r−1
h ). (7.3)

The inequalities are given in the following theorem.

Theorem 7.1. For f ∈ Lp(R), 0< p < q�∞, we have

‖f ‖Lq(R)�C
[{∫ ∞

1
�q1�E�(f )

q1
p

d�
�

}1/q1
+ ‖f ‖Lp(R)

]
, (7.4)

E�(f )q�C
{∫ ∞

�
�q1�E�(f )

q1
p

d�
�

}1/q1
, (7.5)

‖f ‖Lq(R)�C
[{∫ 1

0

(
u−��r (f, u)p

)q1 du

u

}1/q1

+ ‖f ‖Lp(R)
]

(7.6)

and

�r (f, t)q�C
{∫ t

0

(
u−��r (f, u)p

)q1 du

u

}1/q1

, (7.7)

whereq1 =
{
q, q < ∞
1, q = ∞ , � =

(
1
p

− 1
q

)
, E�(f )p is given by(7.2)and�r (f, u)p is

given by(7.3).
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Proof. The Nikol’skii inequality

‖G�‖Lq(R) �C�
1
p

− 1
q ‖G�‖Lp(R) , 0< p�q�∞, G� ∈ A� (7.8)

is well-known, and in fact forp�1 goes back to Nikol’skii (see[Ni, Ne-Wi]). Therefore,
Theorem4.1 implies (7.4) and (7.5). The Jackson inequality was proved by Taberski[Ta]
for 0< p < 1 and was known earlier for 1�p�∞. This implies (7.6) using Theorem4.3.
The realization result[Di-Hr-Iv, Section 4]was given by

�r
(
f,

1

�

)
p

≈ inf
G�∈A�

(
‖f −G�‖p + �−r‖G(r)� ‖p

)
, 0< p�∞, (7.9)

and using the argument deriving (5.3) from (5.3)′ and the Jackson-type estimate here, we
derive

�r
(
f,

1

�

)
p

≈ ‖f −G�‖p + �−r‖G(r)� ‖p, (7.9)′

where‖G� − f ‖p = E�(f )p (or ‖G� − f ‖p�AE�(f )p).
We now use (7.9) forLq withG� given by‖G�−f ‖Lp = E�(f )p to yield the appropriate

form of (4.11) here. We then use the Jackson estimate

E�(f )p�C�r
(
f,

1

�

)
p

,

which is of the form of (4.9) here. Using (7.9)′, we obtain

�−r
∥∥∥G(r)�

∥∥∥
p

�C�r
(
f,

1

�

)
p

for ‖G� − f ‖p = E�(f )p,

which is what we need for (4.12). This completes the assembly of all ingredients needed
for the proof of (7.7). �

For the multidimensional analogue we do not have the appropriate Jackson and realization
results for the range 0< p�∞. However, as a corollary of Theorem4.1, we can state and
prove the following theorem. (We can also prove a partial analogue of (7.6) and (7.7) for
1�p < q�∞).

Theorem 7.2. Supposef ∈ Lp(Rd) and0< p < q�∞. Then

‖f ‖Lq(Rd )�C
[{∫ ∞

1
�q1�E�(f )

q1
p

d�
�

}1/q1
+ ‖f ‖Lp(Rd )

]
(7.10)

and

E�(f )q�C
{∫ ∞

�
�q1�E�(f )

q1
p

d�
�

}1/q1
(7.11)
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whereq1 =
{
q, q < ∞
1, q = ∞ , � = d

(
1
p

− 1
q

)
,

E�(f )
Lp(Rd )

= inf
(
‖f −G�‖

Lp(Rd )
; G� ∈ A�

)
,

andG� ∈ A� if

G�(x) =
(

1√
2�

)d ∫ �

−�
· · ·
∫ �

−�
eix·�g(�)d�1 . . . d�d ,

x, � ∈ Rd and g ∈ L2.

Proof. The results follow immediately from Theorem4.1 and the Nikol’skii inequality
[Ti,A, p. 235 [34]] and[Ne-Wi]. �

8. Approximation by polynomials on simple polytopes

A regionS ⊂ Rd is a simple polytope if it is a polytope (convex hull of finitely many
points) which has an interior point and whose vertices are connected to adjacent vertices
by exactlyd edges. The best rate of approximation is given by

En,S(f )p = inf
(‖f − Pn‖Lp(S); Pn ∈ 
n

)
, (8.1)

where
n is the collection of polynomials of total degree�n. The moduli of smoothness
we use is

�rS(f, t)p = sup
(
‖�rh���

f ‖Lp(S); |h|� t, |�| = 1, � ∈ ES
)
, r ∈ N, (8.2)

whereES is the set of edges ofS,

��(x)
2 = d̃S(x, �) = inf

x+��∈S
� � 0

d(x, x + ��) inf
x−��∈S

� � 0

d(x, x − ��), (8.3)

d(x, y) is the Euclidean distance betweenx andy and

�ruf (x) =


r∑
k=0

(
r

k

)
(−1)kf

(
x +
( r

2
− k
)
u
)

for x ± r

2
u ∈ S,

0 otherwise.

Best approximation as well as moduli of smoothness for differentLp(S) are related by
the following theorem.

Theorem 8.1. Suppose S is a simple polytope,f ∈ Lp(S) and0< p < q�∞. Then

‖f ‖Lq(S)�C
{ ∞∑

k=1

kq1�−1Ek,S(f )
q1
p

}1/q1

+ ‖f ‖Lp(S)
 , (8.4)
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En,S(f )q�C
{ ∞∑
k=n

kq1�−1Ek,S(f )
q1
p

}1/q1

, (8.5)

‖f ‖Lq(S)�C
[{∫ 1

0

(
u−��rS(f, u)p

)q1 du

u

}1/q1

+ ‖f ‖Lp(S)
]

(8.6)

and

�rS(f, t)q�C
{∫ t

0

(
u−��rS(f, u)p

)q1 du

u

}1/q1

, (8.7)

whereq1 =
{
q, q < ∞
1, q = ∞ , � = 2d

(
1
p

− 1
q

)
and whereEn,S(f )p and�rS(f, t)p are

given by(8.1)and(8.2),respectively.

For the proof of Theorem8.1 we have most of the necessary ingredients. However, an
essential inequality, that is, the appropriate Nikol’skii-type inequality is missing and will
be given in the following lemma.

Lemma 8.2. For a simple polytope S,S ⊂ Rd and0< p�q�∞ we have

‖Pn‖Lq(S)�Cn2d( 1
p

− 1
q
)‖Pn‖Lp(S), (8.8)

wherePn is a polynomial of total degree n and C depends on S and p but not on n orPn.

Proof of Lemma 8.2. For the BoxB = [−1,1]×· · ·×[−1,1] the inequality of our lemma
is (6.9)′. For an affine transformation of the BoxBA the result is still valid, and we have

‖Pn‖Lq(BA)�C|J (A)| 1
p

− 1
q n

2d( 1
p

− 1
q
)‖Pn‖Lp(BA),

whereJ (A) is the Jacobian of the affine transformation. In case|J (A)|�1 we replace

|J (A)| 1
p

− 1
q by 1,and otherwise by|J (A)| 1

p , and hence our constant depends onCof (6.9)′,
onp and onBA. A simple polytope can be covered by a finite number ofBAi ⊂ S, that is

S ⊂
L⋃
i=1

BAi and hence

‖Pn‖Lq(S) �
L∑
i=1

‖Pn‖Lq(BAi )

� Cn
2d( 1

p
− 1
q
)
L∑
i=1

|J (Ai)|
1
p

− 1
q ‖Pn‖Lp(BAi )

� C1n
2d( 1

p
− 1
q
) max

1� i�L
|J (Ai)|

1
p

− 1
q ‖Pn‖Lp(BAi )

� C1n
2d( 1

p
− 1
q
)‖Pn‖Lp(S). �
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Proof of Theorem 8.1.Using the definitions, Lemma8.2 and Theorem4.1, we obtain
(8.4) and (8.5). We now use (4.1) and (4.3) of [Di,I, Theorem 4.1, p. 252]to derive the
Jackson-type inequality

En,S(f )p�C�rS(f, t)p

which, using Theorem4.3, implies (8.6). We use (4.2) of [Di,I, Theorem 4.1]with Lq to
get the appropriate (4.11) withPn the bestLp(S) approximant tof. We note that here we
use in (4.15)

�(Pn)q = sup
�∈�

‖P�(D)Pn‖q = sup
�∈ES

∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
q

with � = ES. We recall that��(x)
2 and

(
�
��

)r
Pn(x) are polynomials (for any�), and

hence we use the Nikol’skii inequality of Lemma8.2with p1 = p
2 andq1 = q

2 to get∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
2

Lq(S)

=
∥∥∥∥∥∥�2r

�

((
�
��

)r
Pn

)2
∥∥∥∥∥∥
Lq1(S)

� C1n
2d
(

1
p1

− 1
q1

) ∥∥∥∥∥∥�2r
�

((
�
��

)r
Pn

)2
∥∥∥∥∥∥
Lp1(S)

� C1n
4d
(

1
p

− 1
q

) ∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
2

Lp(S)

.

The above implies

sup
�∈ES

∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
Lq(S)

�Cn2d
(

1
p

− 1
q

)
sup
�∈ES

∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
Lp(S)

,

which is the appropriate form of (4.12) here. To obtain the inequality

n−r sup
�∈ES

∥∥∥∥∥�r�
(

�
��

)r
Pn

∥∥∥∥∥
Lp(S)

�C�rS

(
f,

1

n

)
p

for Pn satisfying‖f − Pn‖p = En(f )p we use (4.4) of [Di,I, Theorem 4.1]. This implies
(8.7) with 2t on the right, which can be restored tot using again (4.3) of [Di,I]. �

9. Ul’yanov-type inequalities, Freud’s weights

Freud’s weights are given by

wQ(s) = w(x) = exp(−Q(x))
with some conditions onQ(x). There are many different versions of these conditions, as
can be seen in[Di-Lu, p. 101, Definition 1.1],[Di-To, p. 101, Definition 11.2.1],[Le-Lu,
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p. 10, Definition 1.2]and[Mh, p. 47, Definition 3.1.1].All these definitions have in common
one thing: they are based on the prototype

w(x) = w	(x) = exp(−|x|	), 	 > 1. (9.1)

As different results which we need here are based on different definitions, and as dealing
with Freud’s weights is not the main subject here, we deal only withw	(x). This simplifies
the description of� of Theorems4.1,4.3and4.4as well as guarantees that all the ingredients
needed for the use of these theorems are valid. That is, for these weights, the Nikol’skii and
Jackson-type inequalities as well as the realization result were proved earlier.

We define the moduli of smoothness following[Di-Lu, (1.11), (1.15) and (1.16)]by

�r	(f, t)p = �r (f,w	, t)p

≡ sup
0<h� t

‖w	�
r
hf ‖Lp[x;|x|�h1/1−	]

+ inf
P∈
r−1

‖(f − P)w	‖Lp[x;|x|� t1/1−	], r ∈ N. (9.2)

In [Di-To, 11.2.2, p. 182]somewhat different moduli of smoothness are defined for
1�p�∞; however, we need (9.2) as we want the moduli to be defined for 0< p < 1 as
well. The best weighted rate of approximation is given by

En(f )	,p = inf
(‖w	(f − Pn)‖Lp(R); Pn ∈ 
n

)
, (9.3)

which is a somewhat different expression than (4.4), and as a result of it, we will have to
be careful when proving the theorem of this section.

Theorem 9.1. For 0 < p < q�∞ and forw	, En(f )	,p and�r	(f, t)p given by(9.1),
(9.3)and(9.2) respectively we have

‖w	f ‖Lq(R)�C
{ ∞∑

k=1

kq1�−1Ek(f )
q1
	,p

}1/q1

+ ‖w	f ‖Lp(R)
 , (9.4)

En(f )	,q�C
{ ∞∑
k=n

kq1�−1Ek(f )
q1
	,p

}1/q1

, (9.5)

‖w	f ‖Lq(R)�C
[{∫ 1

0

(
u−��r	(f, u)p

)q1 du

u

}1/q1

+ ‖w	f ‖Lp(R)
]

(9.6)

and

�r	(f, t)q�C
{∫ t

0

(
u−��r	(f, u)p

)q1 du

u

}1/q1

, (9.7)

whereq1 =
{
q q < ∞
1 q = ∞ , � = 	 − 1

	

(
1
p

− 1
q

)
and� = 1

p
− 1

q
.
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Proof. We use the Nikol’skii-type inequality proved by Nevai and Totik[Ne-To], that is

‖Pnw	‖Lp(R) �Cp,qn
	−1
	 ( 1

p
− 1
q
) ‖Pnw	‖Lq(R) (9.8)

for Pn ∈ 
n, 0 < p�q�∞ and	 > 1. As in the Nikol’skii-type inequality used, not
f ∈ Lp,w(R) butw	f ∈ Lp(R) (or Lq(R)), we can follow Lemma4.2 where the only
place of change is when the Nikol’skii inequality is utilized and we have instead of (4.8)∥∥∥∥∥

m∑
�=1

(
Pn2� − Pn2�−1

)
w	

∥∥∥∥∥
Lq(R)

�C
(
m∑
�=1

((
n2�
) 	−1

	

(
1
p

− 1
q

)
En2�−1(f )	,p

)q1
)1/q1

wherePn is best (or near best) approximate tof.
Following now the proof of Theorem4.1, we have (9.4) and (9.5).We now use the Jackson

inequality, which is part of[Di-Lu,Theorem 1.2], together with[Di-Lu,Theorem 1.4, (1.24)]
to obtain

En(f )	,p�C�r	
(
f, n

1
	 −1
)
p
. (9.9)

We now obtain (9.6) when we write{ ∞∑
�=1

((
2�
) 	−1

	

(
1
p

− 1
q

)
E2�−1(f )	,p

)q1
}1/q1

�C
{ ∞∑
�=1

((
2�
) 	−1

	

(
1
p

− 1
q

)
�r	
(
f, 2�(

1
	 −1)
)
p

)q1
}1/q1

�C1

{∫ 1

0

(
v

− 	−1
	

(
1
p

− 1
q

)
�r	
(
f, v

	−1
	

)
p

)q1 dv

v

}1/q1

�C2

{∫ 1

0

(
u

−( 1
p

− 1
q
)�r	(f ; u)p

)q1 du

u

}1/q1

.

To prove (9.7) we use [Di-Lu, Theorem 1.4]to write for all 0< p�∞ (includingq)

�r	
(
f, n

1
	 −1
)
p

≈ inf
Pn∈
n

(
‖(f − Pn)w	‖Lp(R)+

(
n

1
	 −1
)r ‖P (r)n w	‖Lp(R)

)
(9.10)

as�r	(f, t)p is �r,p(f,w	, t) of [Di-Lu], and on the right hand side of (9.10) we have

Kr,p(f,w	, t
r ) with t = n

1
	 −1 (recall (1.23) of[Di-Lu]). Therefore, forPn satisfying

‖(Pn − f )w	‖Lp(R) = En(f )	,p (9.11)

we have

�r	
(
f, n

1
	 −1
)
q

�C
(
‖(f − Pn)w	‖Lq(R) +

(
n

1
	 −1
)r ‖P (r)n w	‖Lq(R)

)
, (9.12)
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which is the needed analogue of (4.11). AsP (r)n is also a polynomial, the analogue of (4.12)
is the Nikol’skii inequality proved by Nevai and Totik (see[Ne-To]). We now use (9.10)
(for p this time) and recall that the same argument that allowed us to change from (5.3)′ to
(5.3) implies here (since (9.9) was established) forPn satisfying (9.11)

�r	
(
f, n

1
	 −1
)
p

≈ ‖(f − Pn)w	‖Lp(R) +
(
n

1
	 −1
)r ‖P (r)n w	‖Lp(R), (9.13)

and hence(
n

1
	 −1
)r ‖P (r)n w	‖Lp(R)�C�r	

(
f, n

1
	 −1
)
p
, (9.14)

which takes the place of (4.13).Therefore, we have the ingredients prescribed inTheorem4.4
and we obtain (9.7). �

10. Smoothness on the sphere and spherical harmonics

The unit sphereSd−1 ⊂ Rd is given by

Sd−1 =
{
x ∈ Rd; |x|2 = x2

1 + · · · + x2
d = 1
}
.

The eigenspace of spherical harmonics of degreek is given by

Hk = {� : �̃� = −k(k + d − 1)�}, �̃f (x) = �f
(
x

|x|
)
, (10.1)

where�̃ is the Laplace–Beltrami operator and� is the Laplacian. The rate of best approx-
imation is given by

En(f )p = inf

(
‖f − �‖Lp(Sd−1) : � ∈ span

{
n⋃
k=0

Hk

})
. (10.2)

We have the following result:

Theorem 10.1.Supposef ∈ Lp(Sd−1), 0< p < q�∞. Then

‖f ‖Lq(Sd−1)�C

{ ∞∑
k=1

k�q1−1Ek(f )
q1
p

}1/q1

+ ‖f ‖Lp(Sd−1)

 (10.3)

and

En(f )q�C
{ ∞∑
k=n

k�q1−1Ek(f )
q1
p

}1/q1

, (10.4)

whereq1 =
{
q, q < ∞
1, q = ∞ and � = (d − 1)

(
1
p

− 1
q

)
.
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Proof. The Nikol’skii inequality for 0< p�q�∞

‖Pn‖Lq(Sd−1)�Cn
(d−1)( 1

p
− 1
q
)‖Pn‖Lp(Sd−1), Pn ∈ span

{
n⋃
k=1

Hk

}
(10.5)

was proved in Lemma 7.4 of[Be-Da-Di], and hence Theorem4.1implies our theorem. �

Actually (10.5) for 1�p�q�∞ was proved by Kamzolov[Ka], and using Theorem6.1
here, this implies (10.5).

The smoothness can be given by theK-functional

Kr

(
f, �̃, t2r

)
p

= inf
g∈C2r (Sd−1)

(
‖f − g‖Lp(Sd−1) + t2r‖�̃rg‖Lp(Sd−1)

)
(10.6)

for 1�p�∞. We can now state and prove an analogue of the Ul’yanov inequality.

Theorem 10.2.For f ∈ Lp(Sd−1), 1�p < q�∞ we have for integerr�1

‖f ‖Lq(Sd−1)�C
[{∫ 1

0
u−q1�Kr

(
f, �̃, u2r

)q1

p

du

u

}1/q1

+ ‖f ‖Lp(Sd−1)

]
(10.7)

and

Kr

(
f, �̃, t2r

)
q

�C
{∫ t

0
u−q1�Kr

(
f, �̃, u2r

)q1

p

du

u

}1/q1

, (10.8)

whereq1 =
{
q q < ∞
1 q = ∞ , � = (d − 1)

(
1
p

− 1
q

)
andKr(f, �̃, t2r ) is given by(10.6).

Proof. We set in Theorems4.3and4.4

��(f, t)p = �2r (f, t)p = Kr

(
f, �̃, t2r

)
p
.

We use�(g)p = ‖�̃ rg‖Lp(Sd−1). The Jackson-type theorem, which is the needed condition
(4.9), was proved in[Ch-Di, Theorem 8.1, (8.8)], and hence we complete the proof of (10.7).

The appropriate form of (4.11) withPn ∈ span

{
n⋃
k=0

Hk

}
satisfying‖Pn − f ‖Lp(Sd−1) =

En(f )p is an immediate consequence of the definition ofKr(f, �̃, t2r )q as aK-functional.

Since for� ∈ span

{
n⋃
k=0

Hk

}
, �̃� ∈ span

{
n⋃
k=0

Hk

}
the necessary (4.12) is just (10.5). To

establish (4.13) we use [Ch-Di, Theorem 8.2, (8.15)]with our notations. Therefore, (10.8)
follows. �

We could have used in Theorem10.2 one of the many moduli of smoothness in
Rustamov[Ru] which are equivalent to theK-functional in (10.6), but they, like theK-
functional, cannot be defined for 0< p < 1.A recently introduced set of moduli[Di,II]
can be defined for 0< p�∞, but while there are many results about it, we do not have the
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appropriate form of (4.9) and (4.13) for 0< p < 1, and hence using it would not improve
the range of Theorem10.2.

11. Jacobi weights

For the cubeId = [−1,1] × · · · × [−1,1] the rate of best-weighted approximation is
given by

En(f )p = inf
(
‖f − Pn‖Lp,w	,�(I

d ); Pn ∈ 
n

)
, (11.1)

where
n is the class of polynomials of total degree�n,

w	,�(x) =
d∏
i=1

w	i ,�i (xi), w	i ,�i (xi) = (1 − xi)
	i (1 + xi)

�i

and	i > −1, �i > −1. We have now the following corollary of Theorem4.1.

Theorem 11.1.Supposef ∈ Lp,w	,� [Id ], 	i > −1,�i > −1,	i + �i > −1 and0< p <
q�∞. Then

‖f ‖Lq,w	,� [Id ] �C

{ ∞∑
k=1

k�q1−1Ek(f )
q1
p

}1/q1

+ ‖f ‖Lp,w	,� [Id ]

 (11.2)

and

En(f )q�C
{ ∞∑
k=n

k�q1−1Ek(f )
q1
p

}1/q1

, (11.3)

where

q1 =
{
q q < ∞
1 q = ∞ and� =

(
1

p
− 1

q

)( d∑
i=1

max(2 + 2 max(	i ,�i ), 1)

)
.

Proof. Using the Nikol’skii-type inequality in Theorem6.6 and Theorem4.1, we obtain
the present result.�

For the analogue of the Ul’yanov result here we have the one-dimensional case for
1�p�∞. TheK-functional is given by

Kr

(
f, P	,�(D), t

2r
)
p

= inf
(
‖f − g‖Lp[−1,1] + t2r‖P	,�(D)

rg‖Lp[−1,1]
)
,

(11.4)

where	 > −1, � > −1 and

P	,�(D) = 1

(1 − x)	(1 + x)�

d

dx

(
(1 − x2)(1 − x)	(1 + x)�

) d
dx
. (11.5)
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Theorem 11.2.Supposef ∈ Lp,w	,� [−1,1], 	 + � > −1, 	 > −1, � > −1 and1�p <
q�∞. Then for any integerr�1

‖f ‖Lq,w	,� [−1,1] � C

[{∫ 1

0
u−q1�Kr

(
f, P	,�(D), u

2r
)q1

p

du

u

}1/q1

+‖f ‖Lp,w	,� [−1,1]

]
(11.6)

and

Kr

(
f, P	,�(D), t

2r
)
q

�C
{∫ t

0
u−q1�Kr

(
f, P	,�(D), u

2r
)q1

p

du

u

}1/q1

, (11.7)

where

q1 =
{
q, q < ∞
1, q = ∞ , � =

(
1

p
− 1

q

)
max
(
2 + 2 max(	,�), 1

)
,

andKr
(
f, P	,�(D), t

2r
)
p
is given by(11.4).

Proof. We set in Theorems4.3and4.4

��(f, t)p = �2r (f, t)p = Kr

(
f, P	,�(D), t

2r
)
p
.

We use here�(Pn)p = ‖P	,�(D)
rPn‖Lp[−1,1], Pn ∈ 
n.The Jackson-type estimate, which

is the needed inequality (4.9), was proved in[Ch-Di, (5.22)]for 	 and� as prescribed, and
hence we have (11.6). The appropriate form of (4.11) is an immediate consequence of the
definition ofKr

(
f, P	,�(D), t

2r
)
q

as given (forq instead ofp) by (11.4). The necessary
inequality (4.12) is the Nikol’skii-type inequality (Theorem 6.6 for the special case dealt
with here) sinceP	,�(D)Pn ∈ 
n if Pn ∈ 
n. To establish (4.13) we note that it is in
[Ch-Di, Theorem 5.6, A]. Therefore, we have (11.7).�

12. Concluding remarks

It is clear that many theorems in this paper could be extended if the ingredients in former
papers were extended. In particular, this applies to Sections7–11to varying degrees. We
would like also to conjecture a simple Ul’yanov-type result for which the methods of this
paper do not seem to be appropriate.

Conjecture. For a domain� ⊂ Rd satisfying some simple restrictions(say for instance
� = {x; |x|�1}) and0< p < q�∞ one has

‖f ‖Lq(�)�C
[{∫ 1

0
u−q1��r (f, u)q1

p

du

u

}1/q1

+ ‖f ‖Lp(�)
]

(12.1)
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and

�r (f, t)q�C
{∫ t

0
u−q1��r (f, u)q1

p

du

u

}1/q1

, (12.2)

where

q1 =
{
q q < ∞
1 q = ∞ , � =

(
1

p
− 1

q

)
d and �r (f, t)p = sup

|h|� t
‖�rhf ‖Lp(�).

While probably special cases of the above are known or easy to prove, we would applaud
a result of the type that is valid forp > 0, q1 �= 1 andd > 1.
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